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Macroscopic systems that mimic microscopic systems can provide fundamental understanding of how macro-
molecules (e.g., cellular organelles) are organized in a confined space. We studied the behavior of a large particle
interacting with several small particles confined in dishes with hard/soft boundary conditions under mechanical
vibration using a cm-scale model. We also performed a numerical simulation for the micro-scale system under Brownian
fluctuation with fluctuation—dissipation, as a simple model of living cellular cytoplastic crowding. Under a hard
boundary condition, the large sphere preferred the boundary at low crowding but tended to localize to the interior under
high crowding. Conversely, when the boundary was soft, the large sphere localized to the interior under low crowding
and tended to migrate near the boundary when crowding increased. Interestingly, numerical modeling reproduced
similar results for both the experimental hard and soft boundary conditions. Our models revealed that membrane stiffness
can affect the organization of biopolymers within a confined space and may help explain cellular dynamics.

1. Introduction

Living cells self-organize their steric structure by adopting
a highly crowded aqueous solution containing 30—40 weight
% of macromolecules, such as DNA, RNA, and proteins.!™
In general, the cytoskeletal network is thought to play
an important role in controlling the positions of various
cellular organelles such as the nucleus, mitochondria,
membrane-less organelles, etc. However, recent studies have
suggested that crowding of biomolecules within the cyto-
plasmic solution plays an essential role in the formation and
stability of subcellular organelles and the 3D structure of
living cells.

The introduction of polymers at relatively high concen-
trations causes an attractive interaction between colloidal
particles, based on stability studies of colloidal solutions.
This experimental trend has been interpreted in terms of
a depletion effect,”™ when normally self-avoiding large
colloidal particles compact closer to each other in the
presence of smaller particles (e.g., proteins). These smaller
particles act as an entropic depletion force and can overcome
the steric containment due to a self-avoiding effect of large
colloidal particles the steric containment due to a self-
avoiding effect of large colloidal particles is overcome by
an attractive interaction among large particles through an
entropic depletion force in the presence of smaller particles
like proteins. Depletion interactions on colloidal particles
should induce these particles to attach to a planar surface and
to the boundary of confinement in a solution crowded with
soluble polymers. According to this theoretical hypothesis of
a depletion interaction,'%!3 organelles should be attracted to
each other in crowded cellular fluids and attach to the inner
membrane surface. On the contrary, organelles observed in
living cells localized to the interior and avoided contact with
the membrane surface, which is opposite to the situation
predicted by the depletion theory. Thus, a phenomenological
explanation of these seemingly repulsive interactions be-
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tween organelles and the inner cellular-membrane surface
must be examined by their physico-chemical parameters
under biological conditions, such as their electronic charge.

Our work focuses on the importance of the boundary for
the preferential positioning of confined macromolecules
under crowding. Studies on the behavior of particles/objects
under confinement have been actively carried out using
both theoretical modeling'4?> and experimental observa-
tions.!*?6-39 The theoretical work by Awazu showed
segregation patterns of strongly and weakly fluctuating
Brownian particles confined in a three-dimensional spherical
container, under the assumptions that 1) a certain soft
repulsion exists between the container wall and all particles
and 2) that a certain short-range attraction exists between the
wall and low mobility particles. When the container radius
was sufficiently large, strongly or weakly fluctuating particles
distributed near the periphery or the center of the container,
respectively. In contrast, the distribution of fluctuating
particles was inversed when the container was small.?¥
Depending on the attraction strength between model
chromatin and the nuclear membrane, chromatin distributed
near the peripheral or inner regions during the dynamical
nucleus deformation, a crucial mechanism for inverted
chromatin positioning.>¥ Cook et al. studied the behavior
of two different kinds of polymers under confinement with
a hard boundary condition by adapting the Monte Carlo
simulation, identifying that entropic interactions among the
polymers were essential to determine their positioning and
conformation, which accounted for the specific changes
observed in interface chromosomes.” In addition to the
above-mentioned studies,?*? several simulation works have
previously addressed the distribution of heterogeneous
chromatin in a model nucleus (e.g., why certain genes are
preferentially positioned in the peripheral or inner region of a
nucleus). Most importantly, these studies provided prelimi-
nary insights into cellular morphology during apoptosis or
necrosis.***® However, fixed boundary conditions were used
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to interpret the interactions between the wall of confinement
and the entrapped substances in these previous studies.

We have recently quantitated the positioning of a large
sphere in the presence of numerous small crowding spheres
within confined cavities to gain insight into the mechanism
that underlies self-organization in living cells. Our results
showed that the position of a large spherical particle switched
between the boundary and interior of a confined space
depending on the parameters used, such as the number of
small spheres and the interaction potential profile between the
large sphere and smaller crowding spheres. We also observed
a similar switching phenomenon for a simple real-world
model of the position of a large sphere together with smaller
crowding spheres.'® Despite the progress made in the
previous work, less attention has been focused on the effect
of the structural boundaries for confined fluids. In biological
systems, cellular membranes serve as boundaries to confine
cellular materials. The stiffness of these membranes is
significantly correlated with their cellular bioactivities.>®
Moreover, all eukaryotic cells in animals or plants contain
membranes that separate intracellular components from the
extracellular region. During cell death, large organelles are
depleted, moving from the cytoplasm to the outside of the
cell. For programmed cell death (i.e., apoptosis), cytoskele-
tons composed of actin filaments and protein tubulins
degrade and rearrange in a way that causes the cell to shrink
and break the cellular membrane into smaller blebs that
surround and protect depleted organelles. For non-pro-
grammed cell death (i.e., necrosis), the weakened cell
membrane swells and erupts. In either case, the rigidity of
the cell boundary is reduced, and this enables the transport of
cellular components across the membrane.*¢—3® Inspired by
these crucial cellular processes, we have devised a mechani-
cal system using granular particles, which allows us to
capture the essence of any morphologic changes of a
confined system while the boundary rigidity is softened. In
addition, the rigidity of the cellular membrane is associated
with cancer cell migration and invasion.*” These studies
have clearly illustrated the importance of cellular membranes
for their cell functions. The results of a recent vibration
experiment by Downs and co-workers found that a quasi two-
dimensional (2D) liquid/crystal transition can be either
continuous or discontinuous depending on the elasticity of
the boundary.*" Despite the quasi 2D nature of the experi-
ment, their work gives some insight into how the boundary
may affect confined fluids contained within.*?

Our present work is an extension of these studies. We have
observed the position of a large particle surrounded by
numerous smaller particles on a visible macroscopic scale
under different boundary conditions. To mimic the effect of
thermal fluctuations with a quasi 2D Brownian-like motion,
we applied vibrational perturbation for the assembly of
visible-sized particles using a vibrating plate. Previous
experimental (real-world) models used granular objects under
mechanical agitation and provided useful insight into the
intrinsic behavior of how micro-objects assemble under
thermal agitation, i.e., Brownian fluctuation.!>*->%) Here we
report that the position of a relatively large particle transitions
between the inner and boundary regions when using a
vibrational plate on a macroscopic crowding system with
hard or soft boundaries. After discovering the specific effect
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Fig. 1. (Color online) Experimental system to observe the movements of

one large and several small particles under vertical vibration. (a) Schematic
diagram of the large and small spheres in a container. (b) Electromagnetic
shaker used to apply vertical sinusoidal agitation. (c) Side and top views of
the cylindrical container, i.e., the hard boundary condition. (d) Side and top
views of the round-bottom container, i.e., the soft boundary condition.

of the boundary’s hardness/softness, we performed a
numerical simulation on a cell-sized micro system under
Brownian fluctuation to shed light on the underlying effect
boundary conditions may have on living cellular systems.

2. Experimental Macroscopic Modeling of Particles

We investigated the movement of vibrating particles using
a model with hard or soft boundaries (Fig. 1). Our experi-
ments were performed with a large particle (15 mm diameter)
and many small particles (6 mm diameter) confined in a
container under a mechanical up/down vibration. The vertical
vibration was applied using an electromagnetic shaker (512
Series Vibration Generator; EMIC Co., Tokyo, Japan), similar
to the apparatus arrangement in our previous study.*” Two
different types of containers, cylindrical and bowl-shaped,
were adopted for the experiments, and were fabricated at the
Yoshimoti Factory Company (Osaka, Japan) under a custom-
order from the authors. Their shapes are depicted in Figs. 1(c)
and 1(d). Hereafter, these are referred to as “hard” and “soft”
confinements, respectively. Sinusoidal agitation in the vertical
direction was applied at a frequency of 60 Hz and with an
amplitude of 0.21 mm, corresponding to a maximum accel-
eration of 30m/s>. We tuned the degree of crowding in the
container by varying the number of small particles, which
influenced the packing fraction, 7, to describe the degree
of crowding in the system. A packing fraction of n =1
corresponded to the condition where small particles were
arranged with tight packing over the entire bottom area of the
container, with a radius of 80 and 75 mm for the hard and soft
boundaries, respectively. We monitored and recorded the
dynamics of the larger sphere using a digital CCD camera
(EX-100, Casio Computer), with a frame rate of 29.97 s7h

Time-dependent changes in the localization of a vibrated
large sphere under different degrees of crowding with small
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spheres at n =0.2,0.4,0.6,0.8 are shown in Fig. 2(a).
Experiments were performed using the electromagnetic
shaker [Fig. 1(b)] on the cylindrical vessel, i.e., “hard”
container [Fig. 1(c)]. The large sphere was always initially
placed at the same position at # = 0 for these experiments.
The trajectories of the center of the large sphere are shown
on the right of Fig. 2(a), where the blue and red traces
correspond to the time periods of 0—60 and 60-300s,
respectively. It is noted that the red lines correspond to the
stationary state. At n = 0.2, the large sphere occasionally
collided with the boundary during the fluctuating motion,
whereas it frequently preferred the inner region of the
confined space when the degree of crowding was increased.
Thus, the location of the large sphere exhibited a transition
from the boundary towards the interior with an increase in 7.
Figure 2(b) shows the radial density of the large sphere,
P(r/ro), evaluated from traces in the stationary state,
t = 60-300s, corresponding to the trajectory red lines on
the right side of Fig. 2(a). The radial probability clearly
demonstrated a drastic change in the position of the large
sphere. This change in the probability implies that the
localization transition of the large sphere resembles a first-
order phase transition.

Figure 3(a) exemplifies the time-dependent changes in the
position of a vibrated large sphere together with several
smaller spheres, using the round-bottom vessel, i.e., soft
container. Time traces are shown on the right, where the blue
and red traces correspond to the time periods of 0—60 and
60-300s, respectively. Figure 3(b) shows the radial density
P(r/rg) for the different degrees of crowding. The large
sphere was always initially placed at the same position at
t = 0 for these experiments and moved from the interior to
the boundary with an increase in #. The radial distribution
of both large and small particles with the soft boundary
condition indicated a similar behavior for particles in
Brownian motion under lower degrees of crowding. The
radial direction of the large particle tended to distribute
around the middle area of a container when the boundary
was soft at lower degrees of crowding. The tendency of
localization of the large particle in soft boundary is
considered that small particles tend to move toward and
gather around the center of the cavity due to the interaction
by the tilted boundary, which is similar to harmonic
interaction, and make a packed confirmation of small
particles shown in Fig. 3(a). Thus, the larger particle is
localized near the boundary made of crowding small particles
at several crowding conditions of 7 = 0.2,0.4,0.6,0.8. The
boundaries of aggregated small particles at 7 = 0.2,0.4,0.6
are around r/ry =~ 0.6.

Thus, spatial localization as a function of the degree of
crowding differs between the hard and soft boundaries. The
detail explanation of localization of the large particle with
small particles in hard and soft boundaries is described in
Appendix A.1. We have also observed the large particle
in the container with soft/hard boundaries without small
particles (see A.2 in Appendix), and found that the single
large particle prefers the outer boundary and inner region
under the hard and soft boundaries, respectively. Our current
vibrating experiments aimed to replicate the entropic effect
experienced by confined particles mediated by “hard” and
“soft” boundaries, an essential thermodynamic quantity to
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Fig. 2. (Color online) The effect of crowding on a large sphere contained

within a hard boundary. (a) Time-dependent changes for the location of the
large sphere under different degrees of crowding » with a hard boundary
condition. Left, representative snapshots of particles at different times. Right,
radial trajectories of the large sphere for the initial (t = 0-60s; blue) and
stable (r = 60-300s; red) time periods. The number of small spheres used
was N; = 28, 56, 84, and 112 for n = 0.2, 0.4, 0.6, and 0.8, respectively.
(b) Radial densities for the large sphere under different degrees of crowding
n, corresponding to the red lines shown in (a). The data of the radial
positioning are given based on the experiments more than three runs.
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Fig. 3. (Color online) The effect of crowding on a large sphere contained

within a soft boundary. (a) Time-dependent changes for the location of the
large sphere under different degrees of crowding n with a soft boundary
condition. Left, representative snapshots of particles at different times. Right,
radial trajectories of the large sphere for the initial (t = 0-60s; blue) and
stable (t = 60-300s; red) time periods. The number of small spheres used
was N; = 30, 60, 90, and 120 for n = 0.2, 0.4, 0.6, and 0.8, respectively.
(b) Radial densities for the large sphere under different degrees of crowding
n, corresponding to the red lines shown in (a). The data of the radial
positioning are given based on the experiments more than three runs.
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understand a highly crowded living cell. Our finding of the
centralization of a larger particle in the inner cavity is
consistent with previous experimental and theoretical find-
ings due to the penetration of smaller particles into the area of
the larger particle near the boundary.!>3) The result of the
larger particle distributing around the “soft” tilted boundary
was previously predicted in the literature based on a three-
dimensional model, which attributed the movement to
depletion forces imposed on the larger particle by smaller
particles near the boundary.'"

3. Numerical Modeling of Particles as a Cell-Like
System

The granular particles in the vibrating plate were under
constant agitation against gravity. The frequent collisions
among these granular particles led to a scenario resembling
particles undergoing random motion in a liquid. The
vibrating plate experiment eventually resulted in a steady
state like a liquid system with local particle packing due to
thermal equilibrium, but in quasi 2D space. To better
elucidate the steady states observed in our experiment, we
used a Brownian dynamics simulation that consisted of
random and dynamical particle motion. Detailed interpreta-
tion on the non-deterministic behavior of the particle motion
in vibrating plate is given in Appendix A.3 together with
Fig. A-3, together with the arguments on the similarity of its
stochastic aspect with thermal fluctuation. The hard-sphere-
like interactions among granular particles were approximated
by simple repulsive forces in the numerical simulation. In our
model, we considered one large sphere N;, = 1 and multiple
smaller spheres Ng to be confined in a cylindrical container.
The wall of the cylindrical vibrating plate was oriented either
vertically or tilted, as discussed in the experimental section.
Each particle was subjected to three types of interactions:
(1) each particle is energized by the vibrating plate and
undergoes vertical motion; (2) when a particle hits the wall of
the vibrating cylinder, it most likely will bounce inward; and
(3) particles interact with each other through repulsive forces.
To model the oscillating vertical motion, we first assumed
that particles were under a harmonic potential along the
vertical (or z-) direction as follows:

V(zi)
kgT

where kg is the Boltzmann constant, 7 is the temperature,
Z; is the position of the large (i =1) or a small particle
(2 <i<Ng+ 1), k,; is the reduced strength of the harmonic
potential of a particle I, and &, ;6> = 0.5 in the simulation.
Zy is the average height of an isolated particle along the
vertical direction, which was the same for both the large and
smaller particles and was set at 1.40. Note that all distances
were measured in terms of a unit length 6. To further
simplify the model, the boundary of the vibrating plate was
modeled in the following manner. When a particle moved
across the boundary horizontally, it triggered a harmonic
potential to limit the radial motion of the particle, which is
given by

= 0.5k.(Z: — Zo)*, M

V(Zi) =O, if ri SR,
ksT

= 0.5k.i(r; — R)?, if r;>R; (2)

©2023 The Author(s)



J. Phys. Soc. Jpn.
Downloaded from journals.jps.jp by 0 0 O O O on 05/21/23

J. Phys. Soc. Jpn. 92, 064001 (2023)

M. Kuroda et al.

Table I. Simulation parameters used for the 2D calculations of Fig. 4.
Parameters of Strength of the interaction
particle size between particles
Cases y
0 j/o .
O']'j/G (ll>/ 1) €1, Eij (l> 1)
(a) 0.8 0.5 1.5 1.2
(b) 0.8 0.4 1.2 0.7
(© 0.8 0.4 1.5 1.2
(d) 0.8 0.4 1.5 1.2
Harmonic potential of confinement
Cases 2 k.02 5 2
kz.lo' i>1 krio kr,l(‘T @>1
(a) 1 40 40
(®) 1 1 2 6
(©) 1 1 40 40
@ 1 1 2 6

where r; is the radial distance from the center of the
container to the center of mass of the i-th particle, k,; is the
strength of the repulsive harmonic potential of particle i, and
R; is the boundary for the i-th particle. In the simulation,
k.; and R; were essential parameters used to adjust the
“softness” of the boundary and their values are summarized
in Table I. In the vibrating plate experiment, granular
particles interacted through rigid-body repulsive forces,
which can be viewed as hard-core repulsions in an athermal
system. The potentials [Egs. (2) and (3)] for particle-
boundary and inter-particle interactions were chosen for the
numerical simulation to represent the repulsive nature of
interaction forces, like the work by Awazu.>® Since the true
temperature of granular particles in the vibrating experiment
was unknown, the interaction strengths k,; and ¢;; in Egs. (2)
and (3) became adjustable parameters relevant to the
effective temperature of granular particles. The interaction
between particles is given by using the repulsive Lennard-
Jones potential as follows:
V(zi)

=0, if ri»Zrcr

kBT 7 S
61-12 09 (;.1.2 (;9
J y y y

=N\ m-% )"\~ )|
7 e 7L, ro..
i ij c,ly (N7

if rij < e ij (3)

where the indexes i and j indicate the i- and j-th particles
where i <j, r; is the distance between the i- and j-th
particles, o; is the sum of the Lennard-Jones radii of the
i- and j-th particles, ; is the strength of the interaction
between the i- and j-th particles, and r.; is the cut-off
distance that removes the attractive tail in the Lennard-Jones
potential between i and j, and is equal to (2651')%. We divided
all pair interactions into two groups, (i=1, j> 1) and
(i>1,j>1),and i = 1 was the large sphere because there
was only one large sphere. In the simulation, we set R| =
2.170 and R; = 2.84¢ for i > 1. The rest of the parameters
are summarized in Table I. Based on the simplified modeling
framework described above, we performed a Brownian
dynamic simulation in which the i-th particle is initially at
ri(t) and is driven to r;(t+ At) after a time interval At,
following the equation given by

Fj
kgT

ri(t+ Af) = ri(H) + ZD( )At +or?, (4)
J
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where D is the reduced diffusion constant, Az is the reduced
time interval between two adjacent steps, F; is the force
exerted on the i-th particle by the j-th particle, and 6rC is the
Gaussian random force of particle i based on Allen and
Tildesley;* (5rf SIG) = 2DA¢. In the simulation, we choose
D/kgT =1 and At = 1 x 1072, For every set of parameters,
at least 7.5 x 107 time steps were performed, and the first
2.5 x 107 time steps were discarded for each simulation.

In the vibrating plate experiment, formation of the steady
state can be sensitive to several factors, such as effective
temperature and energy dissipation processes, due to the non-
equilibrium nature of the experiment. A Brownian dynamics
simulation was preferable for this work because the balance
between temperature and energy dissipation was empirically
adjusted by changing the diffusion constant, time step, and
interparticle forces. The random fluctuations arising from
inelastic collisions and frictions were considered as Gaussian
white noise. In the simulation, we monitored the reduced
radial density of the large particle P(r) in the x—y plane,
where r is the 2D radial distance measured from x = 0 and
y =0, and r*> = x? 4+ y*> when the large particle is located at
the coordinate (x,y). The density distribution function p(r)
was first calculated from the histogram H(r) when the large
particle was between r and r 4+ Ar, which is given by

_HO

AWM )

p(r)
where A(r) is the area between the interval of the radial
distance r and r+ Ar. The reduced density distribution
function was then calculated as

_ P

s 6
o) ©

R(r)
where po(r) (=1 /ﬂré) is the density of a large particle
without smaller crowding particles within the circular area of
a cavity with a nominal radius ry and ro = R; (R; is defined
in the simulation parameters). This reduced density of the
distribution function R(r) is analogous to the inverse of the
compression factor in real gases. In the simulation, we set
Ar = 0.80. Note that the nominal packing fraction is defined
as n = (r} + Ny2)/r} where rp+r;=o01; and 2r; = oy.
Following the parametrizations given in Table I, we
compared the radial density P(r) for different simulation
parameters in Figs. 4(a) and 4(b) with different numbers of
smaller particles N, as marked. Note that beyond ry, R(r)
quickly decayed to zero. In Fig. 4(a), P(r/ry) showed the
maximum near r/ryg = 0.80 when n = 0.48 for Ny = 32. As
N; was increased to 44, which corresponded to n = 0.65,
P(r/ro) became quite flat with roughly 3 weak peaks at
r/ro = 0.17,0.51, and 0.95. Atn = 0.91 for N; = 64, a peak
emerged around r/ry = 0.23. These results were consistent
with our experimental observations with the crowding
degrees of 0.2, 0.4, and 0.8 in Fig. 2(b) for the case with a
vertical boundary where the large sphere was preferentially
located in the interior of the cavity as crowding increased.
The effect of crowding on R(r) [Fig. 4(b)] was different from
the trend in Fig. 4(a). At a low packing fraction n = 0.34
with Ny = 32, R(r) had a peak emerging near r/ro = 0.27.
For n = 0.48 with N; of 48, R(r) was notably flattened. As
N, was increased to 72, n = 0.69, the peak in R(r) shifted
to a higher r (at around 0.96rj). These findings were

©2023 The Author(s)
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(Color online) Numerically simulated particle movement determined using a simple 2D model. Radial density of the large sphere for the hard

boundary in (a) and (c) and the soft boundary in (b) and (d), respectively. Parameters adopted in the simulation are given in Table I. The number of small
spheres used was N; = 32, 44, and 64 for n = 0.48, 0.65, and 0.91, respectively, in (a) and (c), and Ny = 32, 48, and 72 for n = 0.34, 0.48, and 0.69,

respectively, in (b) and (d).

comparable to the behavior observed in the vibrating
experiment with a non-vertical boundary (a tilting boundary
extended outwards), corresponding to the results for the
degrees of crowding of 0.2, 0.6, and 0.8 in Fig. 3(b). In fact,
Fig. 4(a) showed how simulated particles mimicked the
results for the vibrating plate experiment with a more rigid
boundary, whereas simulated particles moved across the
boundary more easily when the boundary was softened
[Fig. 4(b)].

The major difference between Figs. 2 and 3 was in the
boundary of the vibrating plate. In contrast to the vertical
wall, the tilted wall introduced “softness” because particles
were allowed to move into the space beyond the base of the
vibrating plate. In our numerical model, the softer boundary
in Fig. 4(b) was achieved by setting the simulation parameter
k,; to be lower than the simulation parameters in Fig. 4(a). In
addition to tuning the relative softness of the boundary, to
ensure that R(r) behaved like the experimental results, it was
essential to change the parameters regarding the extent of
vertical motion k_; and the interacting forces between the
large particle and smaller particles (through o;; and €;;). These
adjustments rendered a phenomenological adaption to model
the balance between effective temperature and energy
dissipation in the actual experiment.

Consequently, the large particle in a hard boundary was
under vertical motion at a higher frequency and showed
stronger interactions with smaller particles [Fig. 4(c)]. Under
a low degree of crowding, the large particle preferentially
distributed near the cavity boundary, which can be explained
by the depletion effect. However, under a high degree of
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crowding, the ability of the large particle to access the
boundary was significantly reduced by the large number of
smaller particles, which created a second dynamical wall
before the large particle could reach the boundary. Mean-
while, both the boundary and the dynamical wall directed the
large particle towards the interior of the cavity.

Reducing both the frequency of the vertical motion of the
large particle and the interactions of the large particle with
smaller particles gave contrasting results [Fig. 4(b)]. These
changes to the simulation parameters increased the chance
that the large particle would locate near the boundary. The
softer boundary also allowed both types of particles to access
the region near the boundary more easily. The combination of
these factors was responsible for the observation that the
large particle tended to locate closer to the boundary under
higher degrees of crowding.

Besides identifying simulation parameters that manifested
consistent behaviors with the vibrating plate experiment, we
explored the simulation model further in Figs. 4(c) and 4(d).
Figure 4(c) had the same parameters as Fig. 4(a) except that
o; /o was reduced from 0.5 to 0.4. Reduction of 6;;/c further
decreased the size of smaller particles and lowered the
packing fraction for each R(r) in Fig. 4(c), even though the
number of smaller particles Ny was kept the same as in
Fig. 4(a). For the lower packing fractions # = 0.35 and 0.45,
their reduced density distribution functions, R(r), were very
close, which showed a bimodal distribution with peaks
around r/rp = 0.42 and 0.9. For the highest packing fraction
n = 0.62, R(r) exhibited a marked peak at r/ro = 0.25. The
results shown in Fig. 4(c) indicate the importance of the

©2023 The Author(s)



J. Phys. Soc. Jpn.
Downloaded from journals.jps.jp by 0 0 O O O on 05/21/23

J. Phys. Soc. Jpn. 92, 064001 (2023)

M. Kuroda et al.

crowding level needed to induce centralization of the large
particle in a more rigid boundary. Like Fig. 4(b), the results
from a less rigidly bound simulation are shown in Fig. 4(d),
but with an increase in the strengths of repulsive interactions
among particles. These include ¢;; (between the larger and
any smaller particle) and &;; (i,j > 1) (between any two
smaller particles) (Table I), by keeping the same packing
fractions in the two plots. For the case of the lowest packing
fraction, n = 0.34, in Fig. 4(d), R(r) showed a peak near the
boundary, r = 0.9ry. This result suggests that the strong
repulsive interactions among particles induced a stronger
depletion force on the larger particle so that it was pinned
near the boundary. The peaks shifted towards the inner cavity
around r/rop = 0.8 and 0.6 for n = 0.48 and 0.69, respec-
tively, as the packing fraction increased. This trend indicates
that the smaller particles tended to distribute around the
boundary to alleviate repulsions among smaller particles. As
a result, the larger particle moved towards the inner cavity to
further accommodate more repulsive smaller particles around
the boundary. The predictions arising from the results shown
in Figs. 4(c) and 4(d) can be tested in future experiments by
changing the size ratio between the large and small granular
particles and by changing the design of the soft boundary on
the vibrating plate.

These finding are consistent with our previous work using
a Monte Carlo simulation,*> which showed that the large
particle was centralized or depleted from the central region
of the confined cavity, depending on the conditions. The
mechanism that underlies these trends involves a thermody-
namic pathway more than a dynamic pathway. Although the
vibrating plate experiment was conducted under conditions
very different from those for the simulation, the experimental
trends for specific positioning under crowing conditions were
comparable to the numerical results obtained using Brownian
dynamics simulations for a confined system under crowding.
Particles inside the cavities collide with each other stochas-
tically under a mechanical up/down vibration, which
generates the stochasticity of particle motions in the athermal
system. Stochasticity of the motion in the athermal system
causes a similar tendency on the stochastic motion of
Brownian dynamics in thermal system based on the
experimental and simulation results.

4. Conclusion

We studied the localization behavior of a large particle in
the presence of several small particles confined in containers
with hard or soft boundary conditions under mechanical
vibration. The experimental results indicated that the degree
of crowding by small spheres governed the localization of the
large sphere with respect to the boundary. The large sphere
was located near the boundary of the container when there
was a low degree of crowding (7 = 0.2) and near the interior
of the container for a high degree of crowding (7 = 0.8) with
a hard boundary condition in a self-organized manner. The
location of the large sphere showed an opposite trend in the
container with a soft boundary. Simulation results based on
Brownian dynamics duplicated the experimental findings
regarding the location of the large sphere. The degree of
crowding and the boundary condition directly contributed to
where the large sphere localized based on the experimental
and calculated results. Importantly, this work elucidated
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physical insights into our vibrating plate experiment. The
numerical model chosen in this study mimicked randomly
fluctuating motion and local packing of granular particles
in the vibrating plate experiment. We applied simplified
repulsive forces to approximate the hard-sphere like
interactions among granular particles. We found the steady
states evolved in the vibrating experiment could be
qualitatively interpreted by using this simple liquid state
model. Namely, via a careful design, the vibrating plate may
become a macroscopic tool to study thermal fluctuating
microscopic systems. Studies of stochastic fluctuation in
nature at the microscopic scale are essential to understand the
spatial length and time scales required for a macroscopic
system to arrive at a steady or an equilibrium state with a
deterministic nature, such as a living cell. We expect that our
experimental findings will help to describe the self-organ-
ization of the nucleus in a cell, which is in a space crowded by
biopolymers within a membrane. The present results suggest
that the stiffness of the cell membrane may play an essential
role in the dynamics of biopolymers including the nucleus,
which can control cell function. We also expect that our
findings provide a fundamental understanding of membrane
stiffness and will be key to revealing different effects between
animal and plant cells, as a next extension of the present study.
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Appendix

A.1 Behavior of a large particle with hard/soft boundaries

These results and the relevant work in literature!®-13>1
together provide a possible physical picture to the distinctly
different behavior between a hard and a soft boundary as
shown in the schematic explanation of Fig. A-1. While a
particle distributes next to a hard boundary, the surrounding
particles induce depletion forces and tend to localize the
particle next to the boundary. The size disparity of the large
and small particle allows small particles to distribute under
the large sphere [left panel in Fig. A-1(a)]. This “penetration”
process weakens the depletion force experienced by the large
particle’” and it is pushed away from the boundary due to
frequent collisions from small particles arising from the side
close to the boundary and underneath of the large sphere
[middle panel in Fig. A-1(a)]. As such, the large particle
desorbs from the boundary. Once the large particle shifts
away from the boundary, it undergoes more collisions from
the small particles distributed at a longer radial distance than
those at a shorter radial distance [right panel in Fig. A-1(a)]
because the number of small particles increases from the
cavity center to the boundary. The large particle is expected
to move toward the center of the cavity where the net force
exerted on the large particle is essentially zero. Whereas,
under a soft boundary, the small particles collide with the
large particle and trap it on the titled boundary [Fig. A-1(b)].

A.2  Behavior of a single large particle in the container with
soft/hard boundaries without small particles

Figure A-2 shows time-dependent changes in the local-

ization of a vibrated large sphere without small particles. The
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(a) hard boundary

m

(b) soft boundary

Fig. A-l.

(Color online) Localization of the large particle. (a) Left panel: Small particles penetrate the large particle from the bottom due to size disparities.

Middle panel: Small particles induce depletion forces on the large particle and it desorbs from the boundary. Right panel: Small particles closer to boundary
have more anisotropic collisions on the large particle than those in inner cavity under multiple collisions from surrounding small particles. (b) Small particles
can lift the large particle on the tilted boundary and trap it near the boundary in higher degree of the crowding.
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Fig. A-2. (Color online) Time-dependent changes for the location of the
large sphere (a) Radial trajectories of the large sphere with a hard boundary
condition. (b) Radial trajectories of the large sphere with a soft boundary
condition.

experimental result indicated that the particle tends to
distribute almost uniformly inside the cavity with soft
boundary. Meanwhile, the particle is localized near the wall
of the cavity in the hard boundary condition. Notice that
these results serve as a control to indicate the crowding effect
of small particles on the localization of the large particle,
comparing with the distribution of the test particle in the
crowding conditions with small particles shown in Figs. 2
and 3.
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Fig. A-3. (Color online) Time-dependent vertical position of a single large
(or small) particle with a frequency of 60 Hz and maximum acceleration of
30m/s%

A.3  Time-dependent vertical position of a single large and
small particle on the vibrating plate

An additional experiment was carried out to study the
motion of a single large particle and of a single small particle,
respectively, on a vibrating plate by analyzing the time-
dependent vertical position of each particle as shown in
Fig. A-3. We find that their vertical positions display a
random pattern, like noises. Such noises may originate from
the following facts. The observed vertical height of a particle
depends on the duration between the moment that the particle
landed on the plate and the time it experienced the upward
force again. In other words, after the particle landed on the
plate, the amount of energy dissipation of the particle onto
the vibrating plate may dictate its next vertical position. As a
result, we observe non-deterministic behavior of the motion
of a single particle. In the real experiment, there are more
particles placed in the vibrating plate along with the bound-
ary wall of the container, which complicate the energy
dissipation processes of particles and noise propagations
among particles further. To account for the experimental
observation, it is instructive to apply a numerical simulation
model that has the component of noises. Note that the noises
are to account for the non-deterministic behavior of particle
motion observed in Fig. A-3 in a qualitative fashion.
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